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The chart to the right shows various performance statistics
from the past HPCG result lists. The sum of performance
indicates steady growth of results accumulated on the list. The
median and smallest values decrease as HPCG list increases
the number of systems on the list, thus expanding the range of
recorded values. The #1 entry experienced a large increase in
June 2018 with the introduction of Summit, nearly reaching

3 Pflop/s.

The chart to the right shows all performance results from the
past HPCG result lists. Different lists are represented by
different colors. The number of entries on the lists keeps
increasing and reached 130 in 2018.

The chart to the right shows scaling performance results of the
reference HPCG code on 780-core cluster with 180 InfiniBand
interconnect. The scaling is 160 linear (blue marks) with
constant per-core performance (red marks) for 140 small core
counts (below about 200 cores). Beyond that point, the scaling
120 slowly deteriorates to reveal hardware's deficiency for
codes that 100 HPCG was designed to represent.
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FIND OUT MORE AT
http://www.hpcg-benchmark.org/
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